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Abstract. Objective. The aim of this study is to classify and identify the pulse signals of healthy 

individuals and patients with duodenal bulb ulcer (DBU) using machine learning algorithm to provide 

objective parameters for the clinical application of the Traditional Chinese Medicine (TCM) pulse diagnosis. 

Methods. In order to effectively identify the chronic disease DBU by pulse signals, the fusion of energy 

features with time-frequency characteristics and sample entropy feature are used to address the shortcomings 

of traditional pulse feature extraction methods, and the fused feature vectors are used as the input data of the 

K-nearest neighbor (KNN) classifier for model training and classification identification. Results. There are 

significant differences in the energy feature and sample entropy feature between pulse signals of normal 

subjects and patients, respectively. After the two features are fused and fed into the classifier, the results 

show that the differences are more obvious, which verifies the effectiveness of the proposed feature fusion 

method. Compared with the traditional methods, the feature fusion method proposed in this paper can 

effectively represent more accurate pulse information with the accuracy of 89.3\%. Conclusion. Therefore, it 

can be determined that the linear and nonlinear fused features used in this study can be used as a favorable 

disease predictor based on pulse signals, and the method also provides a new perspective for pulse diagnosis 

in TCM. 
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1. Introduction  

The wrist pulse contains information about the physiology and pathology of the human body, so 

physicians can use pulse information to determine the health status of the human body. Traditional pulse 

diagnosis has important clinical value in the diagnosis and prevention of diseases, especially in 

cardiovascular and visceral diseases. However, traditional Chinese medicine pulse diagnosis relies on the 

physician's experience, subjective judgment and description, and accurate pulse diagnosis can only be 

performed by experienced practitioners, which has greatly limited its clinical application and development. 

Therefore, there is a need to promote objective and quantitative pulse diagnosis using computerized signal 

analysis techniques, which can help establish objectivity and standardization in the diagnosis of TCM 

diseases[1] [2]. 

Currently, many researchers at home and abroad have proposed different methods for pulse analysis. 

Gong et al. [3] designed a prototype system for wrist pulse detection and analysis, including a pulse detection 

device and a cirrhosis diagnosis scheme based on the pulse signals, which achieved an accuracy of 87.09% 

for the identification of cirrhosis. Wang et al. [4] [5] integrated a pressure sensor with optical sensors 

together, fused different pulse acquisition methods, designed a multi-channel sensor array structure to obtain 

more pulse information, and proposed a robust signal preprocessing framework for wrist pulse analysis, 

which is superior to previous pulse signal preprocessing methods, applied period segmentation and pulse 

signal normalization to feature extraction, and obtained a classification accuracy of 91.6% for diabetes 

diagnosis. Guo et al. [6] treated TCM pulse signals as time series and further used Hilbert-Huang transform 

to extract energy features and sample entropy features of pulse signals and achieved an average recognition 
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accuracy of 90.21%. Liao et al. [7] calculated 10 relative energy values of spectral harmonics by pulse signal 

spectrum analysis to determine the three stages of pregnancy pulse signal. Huang et al. [8] analyzed the 

characteristics of frequency domain of pulse signal and determined the proportion of energy distribution in 

different harmonic bands using the spectral harmonic energy ratio (SHER), and verify that the total energy of 

the fourth to sixth harmonics was significantly lower in patients with palpitations than in normal subjects 

using this method. Luo et al. [9] used questionnaire information and pulse signal's time domain features as 

input variables to construct an unused machine learning model to classify and predict the pulse signals of the 

hypertensive and healthy groups with an accuracy of 86.41%. In addition, many experiments have shown 

that spectral analysis can reveal more physiological and pathological information in pulse diagnosis analysis 

compared to time domain analysis [10-12]. Through the above methods, a large number of quantifiable 

feature parameters can be obtained, and then the pulse signals can be classified and identified by machine 

learning algorithms such as Bayesian classification, support vector machines, and artificial neural networks 

[13]. 

Although the above methods have achieved breakthrough results, most of them remain linear analysis 

methods in time-frequency domain, which have great limitations. The nonlinear dynamics time series 

methods can obtain nonlinear information about the pulse signal that cannot be obtained by conventional 

analysis methods and have wide applications in the study of physiological signals [14] [15]. A pulse 

diagnosis method with the fusion of linear and nonlinear features is proposed, using wavelet packet analysis 

and sample entropy algorithm to classify and identify normal and patients with DBU and normal subjects in 

this study. 

2. Methods 

In this paper, a pulse signal disease recognition model based on wavelet packet and sample entropy 

feature fusion is proposed. It mainly includes the extraction and fusion of linear and nonlinear features, and 

machine learning algorithm are used for classification and identification. The framework of the model is 

shown in Fig. 1. The pulse signal is first decomposed and reconstructed by wavelet packet, then the sample 

entropy of the pulse signal is extracted, and the eigenvalues representing the energy weight of the sub-band 

signal in the reconstructed nodes and the sample entropy values are fused to construct a feature vector set. 

Finally, the KNN algorithm is used as a classifier for classification and recognition. 

The energy features extracted by the wavelet packet transform combine the time-frequency 

characteristics of the signal, while compensating for the lack of high-frequency signal characteristics of the 

commonly used wavelet transform. Since the higher energy of the frequency band signal after wavelet packet 

decomposition, the more complex it physiological information represents. Therefore, the pulse signal is first 

decomposed by wavelet packet, and then the sample entropy of the signal after decomposing the 

reconstructed nodes is calculated separately as follows: (1) Select the dmey  as the wavelet basis function, 

performing 3-layer wavelet packet decomposition on the pulse signal, and extracting the wavelet packet 

energy distribution. (2) Calculate the energy magnitude of the 8 node signals after wavelet packet 

decomposition, and normalize the calculated energy values to form the energy characteristic parameters in a 

certain order. (3) The sample entropy of each cycle of the pulse signal is extracted by the sample entropy 

algorithm, and fused with the feature from wavelet packet transform to form the feature vector for disease 

identification. 
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Fig. 1: Framework of pulse signal disease recognition system based on wavelet packet and sample entropy feature 

fusion. The pulse data are processed sequentially as follows: data preprocessing, extraction of linear and nonlinear 

features, feature fusion, and KNN classifier for classification and recognition. 

2.1. Wavelet packet decomposition 

Wavelet Packet Decomposition, is a further optimization of the wavelet transform. The main idea of the 

algorithm is that, at each level of signal decomposition, except to the low frequency sub-bands, the high 

frequency sub-bands are also further decomposed based on the wavelet transform. Finally, the optimal signal 

decomposition path is calculated by minimizing a cost function, and the original signal is decomposed by 

this decomposition path. Considering the fact that wrist pulse signals are naturally a time series, the wavelet 

packet can be used to analyze the time series and then extract the disease-sensitive features. The algorithm 

for for wavelet packet decomposition is shown below:  
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In (1): j is the signal decomposition scale; k is the signal decomposition position; n is the signal frequency; 

l is the variable of the signal; and are the filter coefficients used for wavelet packet decomposition. The 

wavelet packet reconstruction algorithm is shown below: 
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In (2): j = 1, 2, ...... ; l  = 0, 1, ...... , N  – 1; n  = 0,1, ...... ,
12 j−

. Suppose ( )x t  is the pulse signal, and the 3-

layer wavelet packet decomposition is performed on the pulse signal, then the reconstructed signal is defined 

as follows: 

30 31 32 33 3 1 3...... j jS S S S S S S−= + + + + + +
 

in the formula: 3 ( 0,1,......,7)jS j =  denotes the (3, j )th node coefficient reconstruction signal in the 3-layer 

wavelet packet decomposition process. Taking the 3-layer wavelet packet transform as an example, first find 

the energy of each frequency band, i.e. 3 3j jS E= , then: 
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In (3): ( 0,1,......,7; 1,2,......, )jkx j k n= =  indicates the amplitude of the reconstructed pulse signal 3 jS .And 

the total signal energy is
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follows: 
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In (4): 'T  is the feature vector obtained by normalization that can be used as a feature parameter of the pulse 

signal. 

A. Sample entropy algorithm 

Assume that the original data sequence is: (1)x , (2)x , ...... , ( )x N ,there are a total of N sampling points, 

and the specific procedure for calculating the sample entropy of a segment of the signal is as follows:  

(1) Given the number of fault signal dimensions m ，Composing an m-dimensional vector from the data of 

the original signal as follows: 

                     ( ) ( ), ( 1),......, ( 1)x i x i x i x i m= + + + ， 1i = ， 2 ，......， 1N m− +                                            

(5) 

(2) Calculate the distance between ( )x i  and ( )x j as follows: 

         1 1
( , ) max ( ) ( )
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d i j x i k x j k

= → −
= + − + ， 0k = ，1， ......， 1m−                                                    (6) 

(3) Set Threshold r ，for each value of i  count the number of ( , )d i j r , the ratio of these numbers to the 

total number of distances 1N m− +  is denoted as ( )m
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Referring to the following equation (7), the average value of all i  can be solved using the following equation: 
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(4) And then given the dimension 1m+ , repeat steps (1)-(3), it can get ( )1mB r−
. 

(5) If N is a finite data value, the sample entropy of the pulse signal is calculated as follows:  

( )
( )

( )

1

, , ln

m

m

B r
SampEn m r N

B r

+

= −
 

    
                                                  (8) 

In this paper, the sample entropy of the pulse signal is calculated by following parameters: 1024N = ，

2m = ， 0.2r = 。 

2.2. K nearest neighbor classifier 

3. Results 

The wrist pulse signal dataset used in this study was obtained from a database established by Chen [16] 

in collaboration with Harbin 211 Hospital (Harbin, Heilongjiang Province, China), who collected pulse 

signals from subjects of different ages and diseases, including 100 healthy individuals and 42 cases of 

patients with DBU. 

3.1. Data Processing and Analysis 

Since the pulse signal is a weak physiological signal, it has a high background noise and is susceptible to 

external interference (poor sensor acquisition point contact, industrial frequency interference, environmental 

noise, its own biologic signals, and other factors). Meanwhile, the pulse signal is subject to baseline drift due 

to interference from the respiration and body movement of the person being acquired. The preprocessing 

including noise reduction of the original signal and elimination of baseline drift, providing a better basis for 

the subsequent use of the data. It starts with a filter to remove high frequency noise from the signal, followed 

by a smoothing process, and then the obtained signal is divided into single cycles. The flow chart of the pulse 

signal preprocessing is given in Fig. 2. 

The baseline drift of the pulse signal needs to be eliminated. The original pulse signal contains baseline 

interference signals (low frequency noise) that can adversely affect the signal analysis. Using the zero-phase 

low-pass filtering method, the pulse signal is first low-pass filtered, then the trend signal is subtracted from 

the original signal to obtain the detrended pulse signal, as shown in Fig. 3. In addition,  a complete sampled 
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pulse signal will also be segmented into single-cycle waveforms for further analysis. A simple peak detection 

algorithm is used to first find the peak of the pulse signal that crosses the threshold by manually selecting the 

amplitude threshold.  

 

Fig. 2: Flow chart of pulse signal preprocessing. 

If the difference between the adjacent local maxima and local minima is greater than the threshold, then  

mark this local minimum as the start of the cycle and this local maximum as the main wave amplitude of the 

corresponding cycle. The signal from the start of the current pulse to the start of the next pulse is taken as a 

cycle. It is concluded from the experiment that if the threshold value is set too small, then some non-starting 

points will be marked as the start of the period. If the threshold value is set too large, then some start points 

that need to be identified will be missed. By the above method, the pulse signal after period division and 

superposition is obtained, as shown in Fig. 4. 

 
Fig. 3 Removal of baseline drift of pulse signal. (a) Original signal. (b) Trend line. (c) The signal of removing baseline 

drift.  

 

Fig. 4:  A single period of  pulse signal. 
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3.2. Feature Extraction 
Wavelet packet transform and sample entropy algorithm are used for feature extraction of the pulse signal. The 

dmey  is chosen as the wavelet basis, and the preprocessed signal is decomposed into 3 layers of wavelet packets. The 

8 sub-bands of the 3rd layer obtained from the decomposition are reconstructed to form a feature vector of dimension 8. 

The two main parameters of the sample entropy are the embedding dimension m  and the threshold r . In this paper, we 

take the parameters as follows: m  = 2 and r  = 0.2. Fig. 5(a) shows the reconstructed signal of each node of the normal 

subjects pulse signal after the 3-layer wavelet packet decomposition. Fig. 5(b) shows the reconstructed signal of each 

node of the pulse signal of the patient with DBU after 3-layer wavelet packet decomposition. 

After the 3-layer wavelet packet decomposition and the normalization of the frequency band energy, the pulse signal 

is transformed from a one-dimensional signal to 8 reconstructed signals, and it can be seen that the pulse signal energy 

of DBU patients is reflected in the high frequency part. As can be seen from TABLE Ⅰ, after reconstructing the eight 

sub-bands of the pulse signal obtained from the 3-layer wavelet packet decomposition, the percentage of high-frequency 

components of the reconstructed signal of DBU patients is significantly higher compared to normal subjects, reflecting 

the irregularity of the pulse signal of DBU patients. 

To further verify the above information, the sample entropy of each cycle of the pulse signal was extracted in this 

study. Sample entropy is a new measure of time series complexity by measuring the magnitude of the probability of 

generating new patterns in the signal. As shown in Fig. 6, the sample entropy of the pulse signal of DBU patients is 

higher than that of normal samples overall. The values of sample entropy are then fused with the energy features 

extracted from the wavelet packet transform to obtain a new feature vector. 

            

Fig. 5: The reconstruction signal of 3-layer wavelet packet decomposition of the pulse signal. Left: The reconstructed 

signal of normal subject. Right:The reconstructed signal of patient with DBU.  

3.3. Pulse signal recognition based on KNN classifier 
In this study, KNN will be used as a classifier to train the model and implement recognition classification for the 

band energy features and sample entropy features of the two sets of pulses in the sample. In order to select the best k 

value for the KNN model, multiple k values are provided to be applied to the KNN algorithm and the k value that 

results in the optimal classification is selected. The classification accuracy decreases initially and reaches a maximum of 

89.3% when the test size is set to 40%, k=2 and the two features of band energy and sample entropy are fused, The 

recognition results are shown in Fig. 7. 

 

Fig. 6:  The sample entropy plot of the samples. (a) Broken line plot of sample entropy. (b) Histogram of sample 

entropy.  
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Table 1: The proportion of energy in each frequency band 

Frequency 

Band 

Normal subjects Patients with DBU 

Energy Proportion 

(%) 

Energy Proportion 

(%) 

0-8HZ 1.0975e+06 98.8632 4.4580e+05 96.2382 

8-16HZ 1.4380e+04 1.0876 1.5995e+04 3.4529 

16-24HZ 435.4250 0.0341 1.1399e+03 0.2461 

24-32HZ 13.2852 0.0027 39.5280 0.0085 

32-40HZ 26.8891 0.0080 121.3918 0.0262 

40-48HZ 19.2825 0.0022 66.7318 0.0144 

48-56HZ 1.7123 2.147e-04 9.6199 0.0021 

56-64HZ 6.5185 0.0021 53.8614 0.0116 

Total 1.1124e+06  4.6323e+05  

 

Fig. 7: Classification accuracy with different feature combinations. 

4. ClassificatioDiscussion 

Wavelet packet transform has high time-frequency resolution and local orthogonal adaptive 

characteristics, while the method is also superior to wavelet transform and other signal analysis methods, and 

it retains the high frequency information in the pulse signal within the range that can be studied. The sample 

entropy has two advantages in the field of physiological signal processing: (1) the sample entropy does not 

contain a comparison of its own data segments and is not sensitive to missing data, and the technique does 

not have to depend on the length of the data by; (2) the sample entropy has better consistency and shorter 

computation time than the approximate entropy. Therefore, the sample entropy algorithm is chosen in this 

paper to extract the features of the pulse signal. According to the sample entropy principle, the greater the 

probability of new pattern generation and the greater the complexity of the sequence, the greater the sample 

entropy value of the time series. As shown in Fig. 6, the values of sample entropy of the pulse signal of DBU 

patients, in general, are significantly higher than that of normal subjects, indicating that the complexity of the 

pulse signal of patients is higher than that of normal subjects. 

In this study, the KNN classifier is used to classify and identify the energy characteristics and sample 

entropy of the impulse signal wavelet packet reconstruction signal. The values of energy, the values of 

sample entropy, and the feature vectors corresponding to the fused features of both, were used as the input 

data of the classifier, and the corresponding average recognition rates were 87.9%, 84.9%, and 89.3%, 

respectively. Compared with using energy or sample entropy alone as feature vectors, fusing energy and 

sample entropy as feature vectors improved the recognition accuracy of the patients with DBU group and the 

normal group. 

5. Conclusions 

In this paper, a new method of classifying duodenal bulb ulcers based on pulse signals is proposed. The 

energy and sample entropy of different frequency bands of the pulse signal are extracted as pulse signal 
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features and K-nearest neighbors are used as classifiers. The results show that the proposed pulse signal 

processing and classification method is effective. Despite the lack of sufficient proof of histological lesions 

or other pathological indicators, this prediction model can help physicians to initially identify disease 

categories with fewer features and give clinical treatment recommendations. Although the method proposed 

in this paper has achieved encouraging results, it still needs to be improved due to the limited sample size 

and types of diseases. 
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